
April 4-7, 2016 | Silicon Valley

Patric Zhao, GPU Architect, NVIDIA

patricz@nvidia.com

UNLOCK PERFORMANCE LIMIT OF 
DNN BY CUDA® IN R

mailto:patricz@nvidia.com


2

AGENDA

1.Background

2.Build DNN by R language 

3.CUDA Accelerations and Optimizations

4.Scale out by Multi -GPUs

5.Summary
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BACKGROUND
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DNN: Deep Neural Network  

- Great successful in CV, NLP, etc.

- Automatic Feature Extraction 

- Computation intensive algorithm

- Still a rapid development field

4/14/2016
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Mature Packages in R:

4/14/2016

Packages Backend Compute Resources

nnet C/C++ Single thread

nerualnet C/C++ Single thread

DARCH C/C++ Single thread

deepnet C/C++ Single thread

H2O JAVA Multi -threads, multi -nodes

mxnet C/C++/CUDA Multi -threads, GPUs, multi -nodes

S6853 - MXNet: Flexible Deep Learning Framework from Distributed GPU Clusters to Embedded Systems
L6143 - Train and Deploy Deep Learning for Vision, Natural Language and Speech Using MXNet


