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DNN: Deep Neural Network

Great successful in CV, NLP, etc.
Automatic Feature Extraction

Computation intensive algorithm

Still a rapid development field
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Mature Packages in R:

nnet C/C++ Single thread

nerualnet C/C++ Single thread

DARCH C/C++ Single thread

deepnet C/C++ Single thread

H20 JAVA Multi-threads, multi -nodes
mxnet. C/C++/CUDA Multi-threads, GPUg multi -nodes
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